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The technological evolution of NER methods
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Rule-based method
Dictionary-based method
Rule-based method
Dictionary-based method
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Annotated dataset 
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Large Language method
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2.Methodology& Experiment
Description of TFH-2020 patent dataset:

Domain: Thin film head technology in hard disk drive
Data source: USPTO 
Number of Entity mentions: 22833 
Number of Sentence: 3996
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2.Methodology& Experiment

URL：https://github.com/awesome-patent-mining/TFH_Annotated_Dataset
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2.Methodology& Experiment

target texts

Output the 
boundaries and 
types of entities

LLM

`

Judge whether entities 
of X1 type exist, 
output them if they do

Judge whether entities 
of Xn type exist, 
output them if they do

…

LLM

target texts

target texts

Output the boundaries 
of entities

Output the types 
of entities

LLM LLM

(1) Baseline Prompt

(2) Two-step Prompt

(3) multi-entity-type Prompt
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2.Methodology& Experiment
Baseline Prompt Example：Follow Alpaca Instruction Template 
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2.Methodology& Experiment

Experimental results of LLM with and without efficient fine-tuning 



2.Methodology& Experiment

Experimental results of NER with different methods 



 Prompt template is crucial for NER task with LLM, it not only determines the 
quality of response yielded by LLM, but the performance of efficient fine-tuning 
method as well. 

 For the task of NER from patent texts, there is a significant gap between LLM and 
the SOTA method, namely pretrain model with fine-tuning algorithm. 

 Without annotated patent dataset, LLM will outperform previous methods, such as 
SAO, topic models by a large margin.

3. Conclusion
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